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1 Introduction

This project aims at predicting heart disease effectively with consideration of performance measures
and significant factors/attributes analysis. So, it addresses two aspects: how the factors influence
heart disease prediction and how well we can predict heart disease. By doing so, heart disease can
be analyzed and predicted more effectively.

Several machine learning techniques with various configurations are employed here for prediction
and important factors analysis. UCI repository: Cleveland database [I] is used here for evaluation.
Finally, this study suggests an analysis of important factors and recommend machine learning
techniques to effectively predict heart disease.

2 Formal statement of the computational problem
Formally, this project addresses the following two scientific questions:

1. How the factors/attributes influence heart disease prediction? - This question addresses the
importance of each factor, analyzes the top important factors in heart disease prediction.

2. How well can we predict heart disease using machine learning techniques? - This question
addresses heart disease prediction using several machine learning techniques, which models
work well, and how well those models perform in predicting heart disease.

3 Related Works

Several prior works address these scientific questions. For instance, Nahar et al. [2 3] investigate
some computational intelligence techniques in the detection of heart disease using six well-known
classifiers for the Cleveland dataset. It identifies heart disease risk factors. Medhekar et al. [4] use
the Naive Bayes classifier in heart disease prediction. Batii et al. [5] [6] propose a Hybrid Naive
Possibilistic Classifier (HNPC) for heart disease detection from the heterogeneous data.

Kumar et al. [7] predict heart disease using an advanced fuzzy resolution mechanism. Shah et
al. [8] extract high impact features using Probabilistic Principal Component Analysis (PPCA) for
heart disease prediction. Amin et al. [9] identify significant features for heart disease prediction
using data mining techniques. Uyar et al. [10], Fida et al. [I1], and Gokulnath et al. [I2] employ
a genetic algorithm-based technique for prediction. Rani et al. [13] use neural networks for heart
disease prediction.

All of the research address the first scientific question. Nahar et al. [2, 3], Shah et al. [§], and
Gokulnath et al. [I2] also address the second scientific question. All the mentioned works use the
Cleveland dataset.

4 Algorithmic Details and Implementation Details

This project is being implemented in Python on the Jupyter Notebook platform. Basically, the
following three parts are implemented and analyzed.

4.1 Data Exploration and Preprocessing:

Before data preprocessing, data is being explored. Among 303 instances, 165 instances are of heart
attack and 138 instances are not of heart attack. The distribution of individual features of the
dataset is plotted using a scatter plot. Figure depicts that distribution. According to Figure
, the distribution of numeric and categorical values are visualized, and the possibility of outliers
can be speculated.
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Figure 1: Scatter Plot of All Features

Also, the correlation among features is measured and plotted. According to Figure , there is
no notable correlation among the features. The highest correlated features are slope and oldpeak,
but their correlation coefficient is not so high: -0.58.
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Figure 2: Correlation Among Features

In data preprocessing, data is being normalized first. The values of numeric columns are changed
to a standard scale, without distorting the variations between the value ranges.

Afterward, outliers imputation is carried out for numeric features. Data-points outside the two
standard deviations are identified as possible outliers as 95% of the data-points lie in two standard
deviations. Those possible outliers are imputed with the mean value of the corresponding feature.
The following number of outliers have been identified after outliers imputation: (bp: 8, age: 2,
cholesterol: 17, heart rate: 15, oldpeak: 8).

Finally, the dataset is split for 10-fold cross-validation. 10-fold cross-validation allows out-of-
sample accuracy to be measured more accurately. As each observation is used for both training
and test, it triggers more successful use of data.



4.2 Important Factors Identification in Heart Disease

To figure out important factors and their relative importance in heart disease, four machine learning
algorithms are being evaluated.

Feature Importance using Chi-Squared Test: SelectKBest scores the features according
to the k highest scores. It takes a score function as a parameter [16]. In this study, the chi2
scoring function is employed. This scoring function computes the chi-squared stats between each
non-negative feature and class scores accordingly. It tests for which the distribution of the test
statistic approaches the x? (Chi-Squared) distribution asymptotically [17].

Feature Importance using Random Forest Classifier: SelectFromModel is a meta trans-
former that can be used along with any tree-based estimator. It calculates the feature importance
of each feature according to fitting the estimator into the data. Based on the feature importance
it selects the top N features, where N is predefined [18]. Tree-based estimators are used here as it
can classify the significant features by selecting the classification features based on how well they
boost the node’s purity [19]. Random Forest Classifier is used here as the tree-based estimator.

Feature Importance using Mutual Information Gain: Mutual Information is a non-
negative value between two random variables, which measures dependency between variables. It
measures the quantity of information gained by analyzing the other random variable involving one
random variable. It is equal to zero if there are two independent random variables, and higher
values mean higher dependence. [20, 21].

Feature Importance using ROC-AUC: An AU-ROC curve (receiver operating character-
istic curve) is a graph representing a classification model output at all classification thresholds.
This curve maps two parameters: True Positive Rate and False Positive Rate. The region under
the AU-ROC curve is proportional to the probability that a classifier ranks a randomly selected
positive instance higher than a randomly selected negative one by using normalized units [22].

All the features are analyzed using the above mentioned feature importance measurement tech-
niques to figure out important features in common.

4.3 Predicting Heart Disease using Machine Learning Techniques

In predicting heart disease using machine learning techniques, 12 machine learning algorithms have
been employed with different configurations to get better performance. All the algorithms are very
popular and widely used. Also, 10-fold cross-validation is used to evaluate the performance of each
model. Five performance metrics are taken into consideration: accuracy, precision, recall, F1-score,
ROC-AUC (Receiver Operating Characteristic-Area Under the Curve).

Different configurations of the algorithms used in this study are described below with their
corresponding parameters.

e Support Vector Machine (SVM)

— kernel: linear, poly, rbf, sigmoid
- C:05,1,2

Random Forest

— number of estimators: 100
— criterion: gini, entropy

— max depth: 10

Extra Trees

— number of estimators: 100
— criterion: gini, entropy

— max depth: 10

Logistic Regression

— penalty: 12, 11, none
— C:05,1,2

Gradient Boosting

— number of estimators: 100
— loss: deviance, exponential

— learning rate: 0.1, 0.5



— criterion: mse

— max depth: 10
AdaBoost

— number of estimators: 100

— learning rate: 0.1, 0.5
KNN Classifier

— number of neighbors: 5

— weights: uniform, distance
Decision Tree

number of estimators: 100

criterion: gini, entropy

max depth: 10

— splitter: best, random
Naive Bayes
Linear Discriminant Analysis

— number of components: 1, 5

— solver: svd, Isqr, eigen
Principal component analysis (PCA)
— number of components: 210
Stacking Classifier

— estimators:

* Extra Trees (number of estimators: 100, criterion: gini)
* Random Forest Classifier (number of estimators: 100, criterion: gini)
* Support Vector Machine (SVM) (kernel: sigmoid, C:1)

— final estimator: Extra Trees

Here, the Stacking classifier is used with three top-performing classifiers.

5 Dataset and Experimental Design

This section describes the dataset and experimental design of this study.

5.1

Dataset

The Cleveland dataset (UCI, 1990) is used in this study which is a public dataset and can be found
in the University of California Irvine (UCI) Machine Learning Repository [I]. The dataset contains
303 instances of real patient data. There are 14 attributes:

1.

2.

age: age of the person in years
sex: gender of the person (1: male, 0: female)

cp: chest pain type (1: typical angina, 2: atypical angina, 3: non-anginal pain, 4: asymp-
tomatic)

. bp: resting blood pressure in mm Hg (ranges from 94 to 200)

. cholesterol: serum cholestoral in mg/dl (ranges from 126 to 564)

blood sugar: fasting blood sugar in mg/dl (categorical values: 0, 1)
ecg: resting electrocardiograph results (categorical values: 0, 1,2)

heart rate: maximum heart rate achieved (ranges from 71 to 202)

. angina: exercise induced angina (categorical values: 0, 1)



10. oldpeak: ST depression induced by exercise relative to rest (ranges from 1 to 3)
11. slope: slope of the peak exercise ST segment (categorical values: 1, 2, 3)

12. major vessels: number of major vessels colored by flourosopy (ranges from 0 to 3)
13. thal categorical values (0: normal, 1: fixed defect, 2: reversable defect

14. target class - heart attack: 0: less chance of heart attack, 1: more chance of heart attack

5.2 Experimental Design

This project is being implemented in Python on the Jupyter Notebook platform. The implemen-
tation was carried out on a system with the following specifications.

e Operating System: Windows 10
e RAM: 16.00 GB
e CPU: 3.70GHz AMD Ryzen 5 3400G with Radeon Vega Graphics

6 Results

The experimental results are depicted in this section. The two scientific questions are assessed

separately.

6.1 Important Factors in Heart Disease

This subsection addresses the first scientific question using different machine learning algorithms.

Figure [3] depicts the feature importance using the Chi-squared Test. According to the Chi-
Squared Test, angina, cp, major vessels, and oldpeak are the top important factors in predicting
heart disease. Conversely, cholesterol, blood sugar, and bp are the less relevant factors.
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Figure 3: Feature Importance using Chi-Squared Test

Feature Importance using Random Forest
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Figure 4: Feature Importance using Random Forest Classifier



Feature importance using Random Forest classifier is depicted in Figure [@ It shows that cp,
major vessels, heart rate, thal, and oldpeak are the top most factors while blood sugar, ecg, and sex
are the less relevant factors.

According to Mutual Information Gain (see Figure [5)), c¢p, major vessels, slope, oldpeak, and
thal are the top important factors in predicting heart disease. Contrarily, blood sugar, age, bp, and
ecg are the less relevant factors.
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Figure 5: Feature Importance using Mutual Information Gain

Likewise, ROC-AUC scores suggest that (see Figure@ slope, cp, thal, oldpeak, and major vessels
are the top important factors in predicting heart disease. On the other hand, blood sugar, bp, and
sex are the less relevant factors.
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Figure 6: Feature Importance using ROC-AUC

In short, all the algorithms suggest that cp, thal, oldpeak, slope, and major vessels are top
important factors in predicting heart disease whereas blood sugar, ecg, sex, and bp are less relevant
factors with respect to others.

6.2 Heart Disease Prediction

This subsection addresses the second scientific question using five performance metrics: accuracy,
precision, recall, F1-score, ROC-AUC.

Figure [7] depicts the accuracy of different machine learning algorithms. According to that,
Extra Trees and Stacking classifiers have outperformed all other algorithms in terms of accuracy.
Also, Principal Component Analysis (PCA) with 8 components, Random Forest, Support Vector
Machine have performed well with respect to others.



Heart Disease Classification Performance: Accuracy
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Figure 7: Feature Importance using Chi-Squared Test

According to Figure[§] Linear Discriminant Analysis, and Stacking classifiers have outperformed
all other algorithms in terms of precision. Besides, Extra Trees, KNN, Random Forest, and Support
Vector Machine have performed well.
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Figure 8: Feature Importance using Random Forest Classifier

Figure [9) depicts the recall of different machine learning algorithms. Here also, Extra Trees and
Stacking classifiers have outperformed all other algorithms with regards to recall. Also, Random
Forest and Support Vector Machine have shown better recall values.
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Figure 9: Feature Importance using Mutual Information Gain



According to Figure Extra Trees and Stacking classifiers have the top Fl-scores. Besides,
Random Forest, Support Vector Machine, and Principal Component Analysis have performed well
with respect to others.

Heart Disease Classification Performance: F1 Score
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Figure 10: Feature Importance using ROC-AUC

Figure [11] depicts the ROC-AUC scores of different machine learning algorithms. Again, Extra
Trees and Stacking classifiers have outperformed all other algorithms in terms of ROC-AUC. Also,
Random Forest, Support Vector Machine, Principal Component Analysis, Linear Discriminant
Analysis have shown better ROC-AUC scores.

Heart Disease Classification Performance: ROC-AUC
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Figure 11: Feature Importance using ROC-AUC

In conclusion, Extra Trees and Stacking classifiers are top machine learning algorithms in pre-
dicting heart disease. Apart from that, Random Forest, Support Vector Machine, and Principal
Component Analysis also have been performed better than other algorithms. So, using the top-
performing classifiers, we can predict heart disease effectively.

7 Conclusions

This study incorporates four machine learning algorithms to analyze important factors and twelve
machine learning algorithms to predict heart disease.

Experimental results suggest that cp, thal, oldpeak, slope, and major vessels are top important
factors in predicting heart disease whereas blood sugar, ecqg, sex, and bp are less relevant factors
with respect to others. In predicting heart disease, Extra Trees and Stacking classifiers have
outperformed others. Also, Random Forest, Support Vector Machine, and PCA have shown sound
performance.

With the suggested important factors and recommended classifiers, heart disease can be ana-
lyzed and predicted effectively.
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Future Work

In the future, the genetic algorithm will be employed in factor analysis and prediction. Existing
research [10, 1), 12] suggest its applicability in heart disease prediction. Also, the neural network
or ensemble learning-based techniques will be incorporated for prediction as those are effective in
analyzing discerning features.
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